Choosing a statistical model and Akaike information criterion
When analysing data, we are often confronted with the problem that the number of possible models to choose from is large, often even infinite. When the model is overly rich, there is a danger that it will follow too closely the data and therefore does not give a good description of the total population (overfitting). One of the most common ways to alleviate this risk is trought the famous Akaike information criterion (AIC):
AIC=2k+2ln(L),
[bookmark: _GoBack]Where k is the number of parameters and L is the maximal sample likelihood. The purpose of this thesis is to give an overview of AIC as tool for statistical modelling.

